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Google traduction

Source ©  francais 'l Cible : | anglais '| Traduire Traduction (frangais > anglais)

Traitement du langage naturel Natural Ianguage processing
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A propos de Google Traduction Désactiver la traduction instantanée Confidentialite Aide




. ™
g aMlI Dynamic Translator Project (Beta)

From:  Arabic English ‘.Flench‘German Spanish Languages v To: ‘Ambic" English French German Spanish ‘ﬁ‘ Languages v

Resethits  Invite your friends B3 [Cl#v &

fraitement automatique de la langue naturrelle a,0,.bll sl &, axllonll

fourni par Google™



™

Input File
damnlall 42l LMY A el @
[ Open... ][ Close ][ Save ][ Save As... ]
Ready
Qutput File
Document contained 4 words *
ROOT e dalladll
STOPWORD I AN
NOT STEMMED 4l aall i
ROOT b daapnlall
[ Stem ][ Statistics. .. ][ Roots... ][ Save As... ]




Examples

Answers.com P —

Enter question or phrase... search: OAllsources @ Community Q&A@ Reference topics
Unanswered questions

New questions
Answer New answers

Reference library

Sign in using:

f rr{»« v 2 T Answer Of the day Wednesday, December 1, 2010 hd € I’iﬁi Video Of the day

Y- What came first — Coke, Pepsi or Dr Pepper? How to Protect Your Kids from

Cyberbullying
3:33 minutes

Stephanie Emma
Pfeffer is here to
educate parents on
the best ways to
protect their kids

Usemame Coca-Cola was first produced in 1886; Pepsi came on the scene ten years later, in 1896.

_ The oldest of the soft drinks, Dr Pepper was served for the first time (according to the US
Patent Office) 125 years ago today, on December 1, 1885. In the last half of the 19th
century, pharmacists began to experiment with flavored beverages to serve at the soda

Password  Lost password? b p : . f

_ fountain in their pharmacies. In Waco, Texas, pharmacist Charles C. Alderton mixed
effervescent water, fruit juice, sugar and several other ingredients to create a fizzy drink

Remember me that his customers were hard-pressed to describe. It quickly became a local favorite known

- by the name "the Waco.” Someone jokingly suggested changing the name to Dr Pepper, from cyberbullying.
ﬁ m after the father of a woman Alderton's boss had been seeing. Known then as Dr Pepper's More videos »
TR Phos-Ferrates, the beverage was sold only in soda fountains until 1891, when it went to a
S manufacturing company. It made its national debut at the St. Louis World's Fair in 1904. Dr Pepper
Today's Highlights »
Follow us
.
I3 acebook New questions New answers
ﬂ Twitter
Can you add an additional creditor after a bankruptcy proceedings had How do you get radius? I assume you mean radius of a circle, which is just half
i YouTube already been submitted without going to your lawyer again? the diameter. So you...
In: Debt and Bankruptcy In: Math Answered: 1 minute ago

m Blog ¥ Community featyred




United States [ change]

Home Solutions ~ Services v Products v Support & downloads ~ My IBM ~ Welcome [ IBM Sign in ] [ Register ]

BEE

What is Watson?

Can a computer compete against the

world’s best Jeopardy! contestants?

Jeopardy! Challenge DeepQA Project DeepQA Team

n rcommniifar +h - ~ar P ‘ -1 l 1iindarctand The DeepQA Project

IBM is working to build a computing system that can understand
and answer complex questicns with encugh precision and
speed to compete against scme of the best Jeocparady!
contestants cut there.

This challenge is much more than a game. Jecpardy! demands
knowledge of a broad range of topics including history,
literature, politics, film, pop culture and science. What's more,
Jeopardy! clues involve irony, riddles, analyzing subtle meaning
and other complexities at which humans excel and computers
traditionally do not. This, along with the speed at which
contestants have toc answer, makes Jecpardy! an encrmous
challenge for computing systems.

Code-named "Watson™ after IBM founder Thomas J. Watson, the
IBM computing system is designed to rival the human mind's

ability to understand the actual meaning behind words, E = ]
distinguish between relevant and irrelevant content, and (P a4 0001358 @ Ml ~ E

IR ST R = R B T APl N R g S P e S SR T S N e N




Company Products

Customer Testimonials

Microsoft® has been licensing
Arabic technologies from
COLTEC for more than a
decade: the quality of their
products is a true reflection of
the company's first-class
position and innovation in the
field of Arabic computational
linguistics & Natural Language
Processing.

Andy Abbar,

Director of International
Strategic Projects,
Microsoft™

Sernices Solutions

Transliteration

Arabic Search

Company Highlights

intelligence.

Products Spotlight

ASPI ®

Arabic Search Plug-in

Examples

Technology

Strategic Alliances Partners

s dgll Transcription
Arabic Proofing

anlsll o=

Entity Extraction

« COLTEC delivers advanced Arabic language processing, with applications for
search engine, word processing, media monitoring, and government

« Our comprehensive suite of software solutions helps organizations of any
size and industry meet the complex challenge of assessing, analyzing, and
making meaning from large Arabic data sets.

—
WORDCON ®

Prrmrrsc tesed Word Coreerson

ANEE ®

Ao Norwe Entty Evreour

D Computer & Language Technology

Contact Us

Selected Customers

Microsoft



http://www.coltec.net/

>

The human does not have a stock of possible
sentences but a set of rules and principles that
make 1t possible to analyze and generate any
sentence of the language. It 1s such a system
that 1s the subject of linguistic studies and
computational linguistics



>

The term natural language processing (NLP)
refers to all research and development aimed
at modeling and reproducing, using machines,
the human capacity to produce and understand
linguistic  utterances for communication
purposes



P

computer science (to optimize algorithms and
programs)

NLP implements tools and techniques that fall und
linguistics (provide fully explicit descriptions)

mathematics: algebra, logic, statistics, ... (define
formal properties of processing tools and linguistic
theories)

artificial 1ntelligence, experimental psychology,
(representing knowledge)



1943
1950
1956
1952—69

1966—73

1969—79

1980--
1986--
1987--
1995--

McCulloch & Pitts: Boolean circuit model of brain

Turing's "Computing Machinery and Intelligence*
Dartmouth meeting: " " adopted

Big hopes!
Newell and Simon: GPS (General Problem Solver)
McCarty: LISP
Minsky: Micro-Worlds

Al discovers computational complexity _

Neural network research almost disappears

The problem is not as easy as we thought

Early development of knowledge-based systems

Expert systems

Ed Feigenbaum (Stanford): Knowledge is power!
Dendral (inferring molecular structure from a mass spectrometer).
MY CIN: diagnosis of blood infections

Robotic vision applications

Al becomes an industry

Neural networks return to popularity

Al becomes a science

The emergence of intelligent agents



The Al Dream

* Creating intelligent
systems capable of
simulating humans

ey g
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Language and Text

* Has been present since early days of human

civilization.
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History

215t Century: So Much Text!

* Problem: Information overload!
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215t Century: So Much Text!

* Exponential growth of text in the surface web
and also the deep web.

— 400m tweets/day

Go 816 Cililaalg Giléa .. Jége

N %50

Giadll lulac dow yisls
Jadll csitmll (g (e

%20 100 HY
Ugtla

) ligaluyi

dldac aan Cyb logé dumaasll Aladmll sac

awymaall Gbilud) Giaull Jegg @lc
Jegel

pe dinll Glylac duus
Gl e Jll @ilnll
@igall cinyll




Generate, Organize and Process

* Need to generate, organize and process text:

— Different topics and genres

* News, science, sport, film subtitles, children stories,
jokes,...

— Different languages

— Different platforms and mediums
* prints, desktop, mobile device, TV, ...

* |[nternet
— Official channels (government and corporate webpages)
— Personal pages, social media
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Natural Language Processing is ...

* NLP or
— Computational Linguistics
— Human Language Technologies

* Goal: Making computers capable of using
human language as their input or output,
performing intelligent tasks.
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NLP and Artificial Intelligence

* NLP is the fundamental problem of Artificial
Intelligence (Al).

* Turing test for the intelligence of a machine

— If a human judge can not distinguish between a
machine and human in a conversation framework,
the machine passes the Turing test.
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Statistics In Text Processing

* Rule-based systems vs. statistical systems
* Probabilities

« Statistical learning
— Supervised learning
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- [ 1 R
W | @ = # | ¥ Document Tools SuperGeek Free Document OCR (=) I—Eg
Home  Help Document E

2 22208 F ) & &

Open... Scan... OCR Save Clear Text Remove Copy all Texts  Export Text into Save
Text Window Line Breaks  to Clipboard  Microsoft Word Text
Quick OCR Document

MODERN war means mechanised armies, tanks, aero- .,
planes-thousands of them-and guns, in addition
------------ O e e to men and munitions, and to equip and maintain a
modern army for defending our homes will cost very
large sums of money. Every patriodc Indian can help to
make India strong and thus protect Hs home and family
by saving as much as possible and lending his savings

to Government. The Government of India have issued
Defence Loans to suit the convenience of different classes
of people. The object of these Defence Loans is to raisei
money to expand and equip our army, navy and air force
W '.5,‘,;;,',3;,;;(9;_,;,;E;C';,;Iga",;‘d) for the defence of our country. By subscribing to these
loans you will be paying the best insurance for your

* freedom and happiness.

QrasiiiaQeneenaD

Image - OCR

Height: 1437 pixels Width: 971 pixels

~

Sound - Speech processing
speech recognition B e ——————— |
speech synthesis gnal|Processing| | Estmaters Jl | i | Recogied

-

Text - Text processing

-
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speech — using cmuSphinx
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Linguistic Layers

Morphology
* Syntax

* Semantics

* Pragmatics
* Discourse
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Linguistics Layers: Morphology

* What are building blocks of words?
— goes =» go + es
— prettiest = Pretty + est
* Different levels of complication in morphology
— English
— Arabic, Finnish, Turkish

* wsyaktobun = w + s + yaktob + un
* And will write they = and they will write
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Before Morphology - Normalizing

Utilities / Normalizer

Input type: Text Text file
bole 20 ,lae (sde ,Ldo @lowuwos lgioud ... yaai 6,0l 2000 e Jau V ) - aloizo Bguw iy 1000 350% wlhlb go Jasodl asell /// aulay )98 777 Wyl udliciws

SAFAR Normalizer = Default normalization Custom normalization Normalize & Display Normalize & Save file

Output of SAFAR Normalizer

lole jfa0 (sl sLls @lawias Lpzad ;185 §,ilb e Jis Y lo) dlazo Bow tlis) olyilb go Juiall sdell dlsy )8 olilb Gudlizz g




Before Morphology - Splitting

ol ploi 1ULS o Mol Ao by i Lazlo
A
R 11 o JO P e |

),.SWS ).’»LDX-H ozl oo o,lebll
Awl=l| oL u'S.o”g ul..)f; vg.Aﬂ OJLp,_b

.00l yicw

2

sl Jlawl
D gD sl wslo
20050 LS\ \_§\.0|)

SAFAR splitter

Sowowgld

Output of SAFAR splitter

N OO B s W N =

Default Splitting

Custom splitting

Split & Display Split & Save file

Download as: Excel | CS

Sentences

ol plod 1ULS o dMall @z bog i Lasdo

loMall wudg Jgou alall i

2SVlg 20Vl 23 oo 8,lehl .o
sl o UlSells wadly wgill 8,leb .o
892l yiw &

.l Jlaaawl &

.Sgoxo > wwoly LS g ol celo




Before Morphology — Tokenizing

Utilities / Tokenizer

Input type: Text Text file

Aol ploi 1ulS oo oMl a=s bg)_w uazlo|

SAFAR Tokenizer Get unique tokens

a»

Tokenize & Display Tokenize & Save as XML

Output of SAFAR Tokenizer Download as: Excel | CSV

¥ Token

00 N OV A WN =




Morphological analysis (lexical process):?
1s the study of the structure of words. It
specifies how words are constructed by
identifying lexical components and their

properties
Ambiguity
Ex: 1t lights (noun, verb, adjective)

Moll pps




Linguistic Layers: Syntax

* How do words come together to form more
complex units?
— Phrases, sentences, relationship between phrases
— Mostly at the sentence level
— Zeinab bought a book .

=» Noun Verb Det Noun Punctuation
= Subject Verb Object
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Syntactic Analysis: Treats the way words
can combine to form sentences. It allows to

1dentify the structure of the sentence and the
links between the words

Ambiguity:

— Computer that understands you (Iike your mother

[does])

— Computer that understand ([that] you like your

mother)



Linguistic Layers: Semantics

* What is the meaning of terms in a sentence
— Suhail bought a book.

=>»Commercial transaction:
=>» Buyer: Suhail
=» Action: buying
=» Commodity: book

153831 txXt proc




Semantic analysis: it identifies the meani
of the phrase outside the context (to be able

to translate 1t for instance)
Ambiguity:

We put our money in the bank
— Money bury under the mud (river bank)!

— Financial institution
* Most probably




Linguistic Layers: Pragmatics and
Discourse

* Going beyond a sentence-level analysis

— Ahmad arrived in Doha. He was accompanied by
his family. They went directly to a wedding from
the airport.
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P

Pragmatic analysis: 1t aims to study
meaning of the sentence in the context. It
makes 1t possible to find the real meaning of
sentences related to  situational and

contextual conditions



Linguistics Layers

* Morphology
* Syntax

* Semantics

* Pragmatics
* Discourse
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Statistics In Text Processing

* Rule-based systems vs. statistical systems
* Probabilities

« Statistical learning
— Supervised learning

15383 txt proc




Examples of Text Processing Tasks

» Searching and categorizing

» Extracting information from text
— Who is doing what to whom when

* Summarize text and answer questions
* Translate
Understand text

Chat and counsel humans (psychotherapy)
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mostly solved

Spam detection
Let’s go to Agra! J /
Buy VIAGRA .. ) 4

Part-of-speech (POS) tagging
AD)  ADJ) NOUN VERB ADV

Colorless _green ideas sleep furiously.

Named entity recognition (NER)
PERSON ORG LOC

Einstein met with UN officials in Princeton

making good progress

Sentiment analysis
Best roast chicken in San Francisco! ':}_H

The waiter ignored us for 20 minutes. t\TJ
Coreference resolution

Carter told Mubarak he shouldn’t run again.

Word sense disambiguation (WSD)

| need new batteries for my mouse. [:5‘

Parsing

| can see Alcatraz from the window!

Machine translation (MT)
135w CAEETHEe VIT 8.
The 13" Shanghai International Film Festival...

Information extraction (IE)

You're invited to our dinner i :°i May i
party. Friday May 27 at 8:30 add

still really hard

Question answering (QA)
Q. How effective is ibuprofen in reducing

_fever in patients with acute febrile iliness? |
Paraphrase

XYZ acquired ABC yesterday
ABC has been taken over by XYZ

Summarization

The Dow Jones is 1]+ I— Econo is |
The S&PS00 jumped | &= &oo? |
Housing prices rose —

Dialog Where is Citizen Kane playing in SF?
Q Castro Theatre at 7:30. Do :

you want a ticket?




Text Organization

 Large volumes of text = organized text

* Document classification
— Sport, politics, science, ...

— Email classification
* Work, Fun, Spam, ...

« Searching documents
— Ask, Google, Bing, etc.
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appl / services — classification

800

Files Window Help

Display the database's articles

“>

aol, Display the category's texts

IDArticle Titre Texte IDcategorie

1 v SIE bl L oladl Byl ]

2 |
3 T R R TR |

4 PR 5] RCYVON - P P | Y |

5 ROV, { PSSP 1

6 eSS LW e 2

7 R R Y e deana OB 2

Select articles

2 e rbad | sl Jaall oeddl Glaasl "aadll S 80 LL e Ll
aaally adlalls S LL Wle 0 it L Slea i LIS as UL o
LA s ,,—'J

¥ oLl pas Gub e T, e 2013 iy Loaaall 51 L Ui T4
ol 203k up 20138 die Joi s Sie (Lol iy Bneadl
Gl s Gl Gleasy dale Jaill Giall sladl juall LU,

gy sk Sue Be 4l 50 e B sl Ll Jsdl CeMl sasas.

Vectorize an article

In this section, we obtain the vectorization of the
words exceeding the mean in terms of occurrences,
using the stemmer Light 10

et VI Gans e jle S0l dlad 505" "8 el sand gl 50" ey I TR S,
32 Jls,
s LD Gl LUy JIG Gl g gols 35 e T 241 s Jladl 3les "

Ll e b pd s oaa Gs0 sla o L say il e Ssem cla s ke J15 01 J1 LAY Sua,

Vectorise the category Proba of the category
In this section, we redo the
vectorization of all the words
of a certain category, always
by displaying only the words  to the formula

with an occurrence exceeding P (category) = The number of words in the selected
the average. category/ the total number of words in all categories

Here we calculate the probability of the entire
category P (category) to be used later in the

calculation of the probability of a document, according

<3, 4> P(category) = 0.1876385623110514
<3, 50>

<4, pne >

<3, Jsha>

<14, Ja >

< 3, yawl >

P(Word)

We calculate the probability of appearance of each word according to its
category, according to the rule of calculation of probability of naive bayse
P (word) = The number of occurrences of the word in the category/ the
total occurrence of all the words in the category

<2, 8>

<4, 5k>

<2, el >
< 2, Juikl >
<2,ds>
<2.g;4.:>
<S5, pul,>
<12 paa >

<6.222071384128061, s E-4>
< 2.2625714124102042, il E-4>

< 2.2625714124102042, ;51 E-4>

< 2.828214265512755, s E-4>

< 2.2625714124102042, Jsas E-4>
< 8.484642796538266, Jis E-4>

< 2.2625714124102042, esels E-4>

Oladll Bleliialy of Tyl Wl Taladl ol slgus Ul Slodas i y5d

53 By "Tan ) T o il T sSadl aliens iy LSy LS gy oL

i Lagude Goleall Lot Lpgadl SIL 530 ¢ 5505 "201984L"

crilal sl e Ly Balealid | SLaadl gle L3805 L) (0o’ 0153 s 10U

slad¥l lia & S a0 Ul e sSadl Layils A claday ]| & ul Y
resultat

Log(P(sport/D)) = -414.4115817670003 2793 14885
Log(P(politic/D)) = -369.98775821038845 4738 14885
Log(P(culture/D)) = -407.57845687871145 3067 14885
Log(P(economy/D)) = -390.31544118199565 4287 14885
The category of this text : Politic
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o Sy
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s 325 ! .“‘wa,‘})u-,-o,ua&/q_zwq..pﬁ,.
- X prﬁw',wsu,,‘gu,‘l_‘y‘ﬁ o
: : - Y - : M) e b iy i g fa e pay Y i e S G a D NS e !
PO — e eI Un b o o JBy Gl 855 D Bt 2N
Select artaches Vecterme the category Proba of The Category resetot

LogPisport /DB « -4144115817670003 2793 14885
LogPpolitic /DB « -369.98775821038545 4738 14585
LogPiculture /D « ~407.57845687871145 3067 14885
LogiPeconomy /DB « -390.31544118199565 4287 14885
The category of this text - Politic

e e e e S e JONT iy e e e
Picategory) = 0.1876385623110514

o e 55 I i 1) 25 oo e e

-

GO e s e T T S i g -

g N i S F g e P g b J 2B s

< 2.2625714124102042, D E-4>

< 2 B28214265512755, pu E-4>

< 2.2625714124102042, Jpas E-4>
< BABLB427I6538266, S E-4>

< 2.2625714124102042, . E-4>




Application: Sentiment Analysis

* Imagine
— Your company (e.g. Apple) has released a new

product (e.g. iphone) and wants estimate the
initial reaction of customers

— You're campaigning for a politician and you want
to estimate people’s reaction to his last night
speech.
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Application: Sentiment Analysis

* Distinguish between objective and subjective statements.
— News vs. Opinion

* Find polarity of statements

— Product reviews:
* The new laptop is hot!
* The new laptop gets very hot!

* Example: Organizing hundreds of film reviews

— “This is a feel-good blockbuster production with an excellent
technical setup.”

— Bottom-line: Does this author likes the movie?
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this product is nice. i really appreciate these awsome products!

[*this', 'product', 'is', 'nice', '.', 'i', 'really', 'appreciate', 'these', 'awsome', ‘'products', '!']
[*this', 'product', 'is', 'nice', 'i', 'really', 'appreciate', 'these', 'awsome', 'products']
['pProduct', 'nice', 'really', 'appreciate', 'awsome', 'products']

['pProduct', 'nice', 'realli', 'appreci', 'awsom', 'product']

['pProduct', 'nice', 'really', 'appreciate', 'awsome', 'product']

[("pProduct', 2), ('nice', 1), ('really', 1), ('appreciate', 1), ('awsome', 1)]

product
nice
appreciate
awsome
product

product
product

Positive



--------------- TOKENIZATION AND LOWER CASE-————————————-—
e ol 1F- 1y ‘a', '"bad', 'and", ‘horribile', 'mowvie', "1%]
--------------- NORMALIZATION-—————————————

"1, "3, "a'. '"bad', 'and",' “‘horribile".. 'movie'j

[*bad', 'horrible', 'movie']

[‘bad', 'horribl', 'movi']

[*bad', 'horrible', 'movie']

i{"bad',; 1), {"horrible", 1), ['mowie", 1)i

——————————————— Number of positive words---——-——————————-—
0

--------------- Number of Negative words---——-——————————-—
bad

horrible

2

——————————————— Calculating percentages—————————————-—

Negative



rom nltk.corpus import stopwords

from nltk.tokenize import word tokenize

from nltk.stem import PorterStemmer

from nltk.stem import WordNetLemmatizerxr

from nltk.sentiment.vader import SentimentIntensityAnalyzer
from nltk import tokenize

import string

import re

import collections

import sSys

ps = PorterStemmerx ()

wl = WordNetLemmatizer ()

##new_text = "It was one of the worst movies, 56 — ? despite good . \

#%# the movie was bad. horses, eating!"™

new_text = "it is a BAD and HORRIBLE mowvie!"

##new_text = "this product is nice. i really appreciate these awsome products!"™
print("-——————————————— TEXT—————————————— =)

print (new_text)
print (n ")

print("-——————————————— TOKENIZATION AND LOWER CASE-—————————————— =)
#% to lowexr case

new_text2 = new_text.lower ()

#¥couper la phrase en mots

words = word_ tokenize (new_textl)

print (woxrds)

pEinti™™)

print("-——————————————— NORMALIZATION-————————————— )

##%# normalisation

wordsZ2 = [xX for xXx in words if not re.fullmatch('[' + string.punctuation + ']+°',
#%¥ remove numbers

words3 = filter(lambda x: x.isalpha(), words2)

print (woxrds2)
print (n ")



print ("——————————————— REMOVE STOP WORDS—————————————— ")
#% definir les stopwords

sStop_words = set (stopwords.words ("english™))
FFremove sStop words
filtered sentence = [ w for w in words3 if not w in sStop words]

print (filtered sentence)
print (n n)

print("-——————————————— STEMMING—————————————— |
#% Stemming
tokens2Z = []

or w in filtered sentence:
tokensZ.append(ps.stem(w) )
print (tokens2)
PpaLnE ™)

print {(*—————————————————— Lemmatizing—————————————— ")
tokens = []
FOX W in filtered_sentence:

tokens.append(wl.lemmatize (w) )
print (tokens)
print (n n)

#¥occurence
B I R (O o o o s o o o o o o e e e e o T T o T e e e A B P O W P nad
tokens2 = collections.Counter (tokens) .most common ()

print (tokens2)
print (n n)

positive words=open("positive-wordsZ.txt", "r") .read()
negative words=open ("negative-wordsZ.txt", "x") .read()



PEINE e Number of positive words—-————————————— )

###Calculating postive words

numPosWoxrds = 0
for word in tokens:
if word in positive_words:
numPosWords += 1
print (woxrd)
print (numPosWoxrds)
print (n n)

PEINL M= Number of Negative words————————————

###Calculating negative words

numNegWords = 0
for word in tokens:
if word in negative_words:
numNegWords += 1
print (woxrd)
print (numNegWoxrds)
print (" n)

PEI NS e e e e Calculating percentages——————————————

###Calculating percentages

numiWords = len (tokens)
percntPos = numPosWords / numWoxrds
percntNeg = numNegWords / numWoxrds

print ("Positive: " + "{:.0%}".format (percntPos) + " Negative: " + "{:.0%

print ("")

print (“——————————————— Deciding if it is postive or negative
###Deciding if it is postive or negative

if numPosWords > numNegWords:
print ("Positive " )

e1if numNegWords > numPosWords:
print ("Negative " )

£l1if numNegWords == numPosWords:
print ("Neithexr " )

}I".form
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fake news

Fake News of USA Election 2016

Test another article
Searching by title [0 Remove StopWords

[0 Counter
Title Label Keep tokens if occurrence is more than
A 05 v
= FAKE
You Can Smell Hillary’s Fear Stemming
No Stemming B
FAKE

Watch The Exact Moment Paul Ryan Committed Political Suicide At A Trump Rally

(VIDEO)

REAL

v

Kerry to go to Paris in gesture of sympathy Feature 1 Feature 2

Fake or Real ?




fake news

Your article (USA Election 2016)

talking to a middle-aged woman in Tennessee, who oozed southern
charm, who could not have been more polite. But when the subject of

aaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Classifier

SVM

This article is REAL




Application: Text summarization

* Summarizing large volumes of text

— Locate the important parts of the text and form
sentences with them.
* Natural language generation

— Useful for governments, companies, etc.

— Word Processing and browser offer the service

15383 txt proc




summarization
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appl / services — summarization
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--------- Title: lemmas-----—-—----—-—
Machine learning program
machine

learn

program

Sentence number 1:

This is my test of summary program.
Sentence lemmas:

be

test

summary

program

Score by title:l

Score by matrix: 4

Sentence number 2:
The program is a based machine learning program.
Sentence lemmas:
program

be

base

machine

learn

program

Score by title:4
Score by matrix: 3



Sentence

number 2:

The program is a based machine learning program.

Sentence
program
be

base
machine
learn
program
Score by
Score by

Sentence
We start
Sentence
start

sentence
detector
Score by
Score by

Sentence

Then tokenizing and tagging and lemmatizing.

Sentence

lemmas:

title:4
matrix: 3

number 3:

with sentence detector.

lemmas:

title:0
matrix: O

number 4:

lemmas:

tokenizing

tag

lemmatizing

Score by

title: 0

Sentence number 5:

Then calculating a score.
Sentence lemmas:
calculate

score

Score by title:0

Score by matrix: 0

Sentence number 6:

Then we get our summary
Sentence lemmas:

get

summary

Score by title:0

Score by matrix: 1

The sentence with the highest score (by title) is sentence number 2:
The program is a based machine learning program.

The sentence with the highest score (by matrix) is sentence number 1:
This is my test of summary program.



Save documents (or their addresses) and determine a set of

characteristics according to their analysis

Build accessible and regularly updated indexes
Answer queries by selecting the most relevant documents

%

IR Architecture

\i

The user

user
feedba

User
query
\

Query
operations

ck
Executable
query

Ranked
documents

Document

collection

Y

mdexer

Y

;
Retrieval | Document
system index

N

i




Processus d'Indexation

Processus de Récupération et
de Classement




Spell checking:

* Identify words (tokenization)

* Orthographic correction: correct the words that belong to the
dictionary and that are not in a foreign language, nor named
entities, numbers, acronyms ...

* Grammar correction: determine the function of the words
within the sentence (determinant, noun, verb, adverb, etc.)
then to carry out a syntactic analysis

* http://arabic.emi.ac.ma:8080/Medictionnary/



http://arabic.emi.ac.ma:8080/Medictionnary/

Application: Machine Translation

* Text translation from one language to another

— Dealing with differences in two languages
* English: Subject-verb-object
* Arabic: Verb Subject Object

— Ambiguities in two languages
Obvious application interest, but particularly difficult task
Current quality not exceptional but sufficient to be useful
Several online translation:
https://www.babelfish.com/
https://www.bing.com/translator
http:// www.reverso.net/
https://translate.google.com/



https://www.babelfish.com/
https://www.bing.com/translator
http://www.reverso.net/
https://translate.google.com/

Application: Named Entity Recognition

Names of Persons, Locations, Organization, ...

George Washington ruled America for two
terms.

George Washington University announced ...

As George was walking in Washington, he ...

15383 txt proc




www.nltk.org

www.gate.ac.uk

uima.apache.org

arabic.emi.ac.ma/safar

camel.abudhabi.nyu.edu/madamira/






